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Abstract—Cyberinfrastructure is enabling ever-more integrative and transformative science. Watershed reanalysis is an objective quantitative method of synthesizing all sources of hydrologic variables (historical, real-time, future scenarios, observed and modeled), which requires intensive data sharing and collaborations of interdisciplinary geosciences research. In this context, we developed the cyber-innovated watershed reanalysis at a Critical Zone Observatory for the purpose of water resource simulation, prediction, calibration, archive, and data sharing. The prototype for model-data integration focuses on creating workflows of watershed reanalysis, initiating the hydrologic prototype of organic data science, a new approach aimed to allow scientists to formulate and resolve science processes through an open framework. Implementation of hydrologic organic data sciences will benefit from the development of the cyber-innovated watershed reanalysis, and will facilitate the path of hydrologic data, modeling, knowledge and discoveries.   
Index Terms—Cyberinfrastructure, Data Analytics, Watershed Reanalysis, PIHM, Web services, Interdiscipline, Organic Data Science, Critical Zone Observatories.
I. INTRODUCTION
W
atershed modeling provides the most fundamental information about the water cycle. It is necessary to understand the relation of the river to basin stores of soil moisture, groundwater, and streamflow, and to atmospheric and oceanic forcing [1]. Although vast amount of watershed models and experimental sites have been built by many hydrologists, the modeling results usually serve only a particular research project. Often results are not openly available and well annotated after the project and publication. There is a clear need to provide researchers, water managers, and stakeholders fast access to a shared watershed model and data, so that the geo-spatial/geo-temporal hydrologic variables can be harvested to understand and manage the surface and groundwater resources [2]. In the meteorology community, reanalysis or retrospective analysis is the process of re-analyzing and assimilating climate and weather observations with the current modeling context. We extend climate reanalysis to include new processes such as the role of groundwater and baseflow to streams as watershed reanalysis [2].
When scientists are asked to make data available, they generally have the following concerns: 1. People will copy my work and plagiarize it. 2. Where and how can one publish data? 3. Why should I make it available? 4. I have not finished analyzing the data and I may do further analysis on them [3]. Increasing motivations and benefits of scientific data sharing have been addressed to dismiss these concerns [3], [4]. However, the efficient data sharing approach is still one of the main challenges influencing recent developments in data sharing innovation.
Recently, scientific workflows are being used in many areas of science to address complexity of integrated analysis of data and model [5]. A novel approach of scientific data sharing: organic data publishing has been promoted to reduce the burden of data sharing [6]. In this paper, we used an Earth’s Critical Zone as an example to demonstrate the diversity data sharing strategies for the workflow of interdisciplinary research, and further discussed how organic data science would benefit the watershed reanalysis.  
II. Historical Research at Shale Hills
The Shale Hills Watershed Unit was established in 1961. The outlet was gauged by a compound 30-150 sharp-crested V-notch weir, which could accurately observe streamflow at such a small watershed [7]. The research started with a paired watershed analysis. In 1960s and 1970s a clear-cutting experiment was implemented on the Leading Ridge Watershed (LRW) research unit, which was similar and neighbored the Shale Hills Watershed to study the forest influences on streamflow [8]. Studies continued on the LRW [9]–[12]. In 1974, a controlled irrigation experiment was conducted at the Shale Hills Watershed [12]. The experiment observed a spatial array of 40 groundwater level sites measured daily, daily soil moisture records, and 15-minute streamflow records. The data was used for empirical studies by forest hydrologists to resolve the role of antecedent moisture in runoff peak flows within a forest canopy. 
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Figure 1. Location of Shale Hills at Susquehanna River Basin 
From the hydrologic model perspective, the Shale Hills Watershed has been revisited frequently improving both environmental data and hydrologic models. The first research was regression models about antecedent soil moisture and storm flow, antecedent flow and antecedent soil moisture [12]. Due to the insufficient attention to the accident soil moisture conditions in hydrologic processes analysis, an irrigation system was designed and installed at Shale Hills for correlation analysis between antecedent soil moisture and base flow and storm flow. Penn State Integrated Hydrologic Model (PIHM), a physics based fully distributed model was developed and implemented at Shale Hills [13], which explained the antecedent soil moisture effects on storm hydrographs corresponding to a series of irrigation experiments. To explain the observed double-peak hydrographs, an Ordinary Differential Equations-based modeling system was developed to reproduce the irrigation experiment [14]. As improved data sets became available and model data processing toolkits emerged [15], additional studies at Shale Hills Watershed investigated hydrologic responses at different time period [16]. The recent studies showed the hydrologic simulation results are not only consistent with discharge rate observation, but also in accordance with the groundwater table and latent heat fluxes [17].
More recently, Shale Hills joined the Critical Zone Observatory (CZO) project supported by U.S. National Science Foundation, as Susquehanna-Shale Hills CZO (SSHCZO). The SSHCZO initiated high spatiotemporal resolution area-wide measurements at multiple depths of diversity environmental variables, as well as the development of integrated environmental models. To advance collaboration across diverse scientific communities, the organic data science project team is developing new scientific work practices and associated cyberinfrastructure to support hydrological research.
III. Current Model-Data Integration
The development of organic data science requires adequate data, models, and cyberinfrastruture. Specifically, the meteorological conditions act as forcing data for hydrological modeling, and hydrological variables, such as streamflow, groundwater elevation, soil moisture, are the most widely used data for model evaluation. Recently, with advances in computing power, a new generation of physics-based hydrologic response models attempt to simulate coupled hydrological processes over a range of spatial and temporal scales [13], [18]. These comprehensive physics-based models were suggested as a strong foundation for linking research disciplines such as hydroecology and hydrogeomorphology [19]. The objective of the model-data integration framework is to utilize the modern community cyberinfrastructure and to provide watershed modeling tools that enables researchers, water managers and stakeholders the ability to perform complex workflows leading to efficient watershed model prototyping and simulation [2]. As the call for of the new approach to scientific data sharing [6], we demonstrated the model-data integration at SSHCZO.
A. Data monitoring network
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Figure 2 Monitoring network at Shale Hills 
High resolution, reliable hydrologic observations are critical to model development and calibration.  To obtain integrated data of hydrologic variables, a real-time hydrologic (RTH) monitoring network was developed for the Shale Hills catchment. Monitoring devices included precipitation gages in a clearing at the ridgetop capable of recording precipitation amounts, intensities, and types at a high temporal resolution (Figure 2).  A network of 17 groundwater wells was installed in the valley bottom and in swales where shallow groundwater was observed perennially.  Additional deep water wells were installed along the ridge top to monitor deep groundwater dynamics.  Suction cup lysimeters were installed in swales and on planar hillslopes and sampled biweekly.  Tensiometers and soil moisture probes were installed throughout the catchment and equipped with real time loggers to monitor soil moisture dynamics.  Additionally a COSMOS [20] probe was installed in the center of the catchment to monitor soil moisture dynamics in high temporal resolution.  A double v-notch weir was installed at the catchment outlet to monitor streamflow at high and low flow conditions.

B. Model implementation
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Figure 3 PIHM structure and processes. Blue lines represent the stream channels, and triangles represent the catchment domain.
High resolution prediction of the spatial and temporal distribution of water across complex environments requires a multi-physics model for water and energy that couples surface and subsurface flows [21]. The Penn State Integrated Hydrologic Model (PIHM) was designed and developed to resolve the multi-scale hydrological processes and observed hydrological variables. The hydrological processes in PIHM are fully coupled on a spatially-distributed unstructured grid (Figure 3). The unstructured grid and domain decomposition allows the user to construct quality numerical grids that can be constrained to follow or preserve important features of the model domain (e.g. watershed boundaries, topography, soil series, geology, political boundaries, etc.). 
C. Cyberinfrastructure framework
The Penn State Institute of Cyberscience has provided advanced computation- and data-enabled research for PIHM model development and application. The process of acquiring and projecting the geo-spatial and geo-temporal data on the PIHM model grid is perhaps the most time consuming and difficult process. The web-based strategy described here focuses on implementation of the cyber infrastructure and workflow facilitating model prototyping through rapid data access, model input generation, model-data archival and versioning, and visualization of the results. In principal, the strategy discussed here would enable World Wide Web users to have seamless access to all necessary data products [2]. Another computationally expensive step of PIHM application is the parameter calibration. We implemented the calibration processes on the parallel computing environment and utilized the Covariance Matrix Adaptation Evolution Strategy (CMAES) [22]. The cyberinfrastructure has significantly promoted the multi-scale applications of PIHM [23]. 
IV. Data Sharing Prototype
Scientific data sharing has received much attention in recent years due to the increasing interdisciplinary, international, intergovernmental research collaborations [24]. To facilitate the integrated analysis of large datasets from different investigators, Observation Data Model was created to provide consistent format for the storage and retrieval of environmental variables [25]. The quality control level classification has been applied in many water related community research groups. Recently, a dynamic geoscience workflow has been promoted to integrate data, model, and cyberinfrastructure [26]. To facilitate the interdisciplinary research at SSHCZO, we have published the watershed reanalysis data at different levels. At each level, we defined the corresponding method for the data publishing. The data sharing methods for the quality control levels is listed in Table 1. 
Table 1. Data sharing methods for different levels of quality control data.

	Level
	Description
	Data Sharing Method

	0
	Raw and unprocessed data and data products that have not undergone quality control.
	Plain text data, details about the collection of the data. Frequently retrieved by the original collector.

	1
	Quality-controlled data that have passed quality assurance procedures such as routine estimation of timing and sensor calibration or visual inspection and removal of obvious errors.
	Plain text data, basic plots at temporal scales

	2
	Derived products that require scientific and technical interpretation and may include multiple-sensor data.
	Geo-referenced data with spatial representation

	3
	Interpreted products that require researcher driven analysis and interpretation, model-based interpretation using other data and/or strong prior assumptions
	Geo-referenced data with spatial representation with scientific analysis

	4
	Knowledge products that require researcher driven scientific interpretation and multidisciplinary data integration and include model-based interpretation using other data and/or strong prior assumptions
	Complete dataset for a research project, which is used to support arguments


The SSHCZO has been using diversity methods to publishing the data: plain text data, metadata-annotated products, and multimedia products (Figure 4). These methods are straightforward and simple for the data collectors and publishers. However, the limitations of tradition sharing methods will be increasingly exposed when the scientific community grows where no standard prototype is available for new contributors and data users. Organic data sharing reduces the burden of data publishing and retrieving through the following techniques: 1. Semantic web standards for defining semantic metadata in an extensible way over web standards. 2. Linked data principles to expose datasets and their semantic metadata in an open form on the web. 3. Semantic wikis as popular web paradigms for interfaces and access for facilitate the creation of simple tools for broad applicability to browse, visualize, annotate, and integrate data [6]. Figure 5 shows the organic data sharing for PIHM.  
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Figure 4. Methods of data sharing at Shale Hills
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Overview

‘The Penn State Integrated Hydrologic Model (PIHM) is a multiprocess, mult-scale hydrologic model where the
‘major hydrological processes are fully coupled using the semi-discrete finite volume method. PIHM represents
our strategy for the synthesis of mult-state, multiscale distributed hydrologic models using the integral
representation of the underlying physical process equations and state variables. Our interest i in devising a
‘concise representation of watershed and/or river basin hydrodynamics, which allows interactions among major
physical processes operating simultaneously, but with the flexibility to add or eliminate





Figure 5 Organic data sharing for PIHM model
V. Interdisciplinary Research Implications 
A. Isotope Hydrology

A water stable isotopic network was developed at Shale Hills to determine the spatial and temporal patterns of subsurface hydrologic processes [27]. High-resolution sampling of precipitation, soil water, groundwater, and stream water provided a rich dataset to observe seasonal variations in the hydrologic cycle. Large seasonal variations in isotopic signature of precipitation were heavily damped by hydrodynamic mixing in the soil profile.  Shallow soil water closely mirrored precipitation inputs while deep soil water remained near the groundwater average.  Soil water isotopes also provided evidence of seasonally-dependent preferential flow. Groundwater concentrations remained near the amount-weighted precipitation average concentration, suggesting groundwater consists of precipitation from each season.
B. Hyporheic zone hydrological processes
Hyporheic Zone (HZ) has been investigated by a wide range of researchers in hydrology, biogeochemistry and ecology to examine the complex ecohydrological and biogeochemical processes in the interface between groundwater and surface water [28]. An event scale of hyporheic exchange flow  (HEF) was examined to show the whimsicality. The heaviest storm within the year of 2009 happens on October 24th. The groundwater flow direction is shown in Figure 6. The left panel is the relative dry condition before the precipitation event. The HEF is gaining and losing according to the location topography of the stream channel. The right panel is the wet condition during the precipitation event. The stream is mainly recharging the aquifer.   
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Figure 6. Hyporheic exchange flow variation before and during the precipitation event on October 24, 2009.

C. Climate Change Impacts
The possible effects of climate change on wetland hydrology were investigated by creating historical and future climate scenarios based on the output of one global climate model from phase 3 of the Coupled Model Intercomparison Project (CMIP3) [29]. Because differences among climate models account for much of the spread in future climate projections, it is preferred to use multiple climate models when projecting the impact of future climate change. However, computational resource limitations in running PIHM forced us to select a single model for the wetland impact assessment. The historical scenario in this study is based on years 1979-1998 from the twentieth-century experiment (20C3M), and the future scenario is based on years 2046-2065 from the SRES A2 emissions scenario. The scenarios climate forcing showed that it would be warm and wet in the middle of this century in Pennsylvania (Figure 7). Due to opposite impacts of rising precipitation and temperature, the model simulated hydrological response had different results according to which impact is stronger. The PIHM simulation result here shows slight decrease of average streamflow and groundwater table, and significant change in extreme regime (Figure 8).
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Figure 7 Meteorological forcing in historical scenario (solid line) and future scenario (dash line). 
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Figure 8. Hydrological responses of climate change at SSHCZO
VI. Organic data sahring facilitating watershed reanalysis

The organic data science on hydrology allows scientists to formulate and resolve science processes through an open framework of watershed reanalysis, which facilitates ad-hoc participation and entices collaborators based on attractive science goals. Organic data sharing builds on three interrelated techniques: semantic web standards, link data principles, and semantic wikis [6]. Table 2 lists the examples of the techniques for watershed reanalysis. The semantic web standards enables the explanations and understanding of the basic hydrological variables to support the fast querying and retrieving the properties. Also, the semantic web standard allows the developer reuse properties already defined in the system or to easily add and use new properties, which facilities the describing, organizing and storing the hydrologic interpretations. The link data principles encourage all data and metadata to be web objects that can be openly accessed by third-party web applications. This allows scientists to contribute datasets that they own by simply adding a pointer to their datasets, which will continue to reside in their local systems and under their control. Sematic wikis is a simple tool to browse, visualize, annotate, and integrate data. Hydrologic variables involve different temporal and spatial scales. The wikis of such variables requires advanced visualization approaches. We choose the Google Charts as the basic platform for the dynamic interactive hydrologic variable visualization tool. 
Table 2. Organic data sharing in watershed reanalysis 
	Key techniques
	Functions
	Examples in watershed reanalysis

	Semantic web standards
	Define data types and properties, reuse properties, add and use new properties
	Groundwater table, evapotranspiration, streamflow, soil moisture, etc.

	Link data principles
	Expose data and metadata on the Web
	Spatial and temporal plots of the data, hydrograph, spatial drought index, etc.

	Semantic wikis
	Integrate dataset for a specific research project
	Isotope hydrology, hyporheic zone, climate change impacts on watershed hydrology, etc.


VII. Summary
In the context of recent scientific data sharing campaign, we initiated the prototype of watershed reanalysis data sharing, further integrating with the novel approach: organic data sharing. We presented watershed reanalysis data as a foundation for interdisciplinary research. Our current watershed reanalysis was established at the Susquehanna-Shale Hills Critical Zone Observatory. The development and deployment of watershed reanalysis presented a workflow from real-time processing of sensor data, to community modeling, and to individual research targets. The workflow enabled broad participation of the geosciences, cyberinfrastructure, and other relevant communities, and allowed the scientist to concentrate on the analysis, efficient reuse and adaptation of data analysis methods and ability to reproduce and verify scientific processes. 
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